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1.0 MILESTONS

•  30 Giugno 2015 - Verifica calcolo dell’efficienza attesa
•  30 Giungo 2015 - Verifica accoppiamento GEM con sensori CMOS

•  31 Dicembre 2015 - Verifica software di ricostruzione 
•  31 Dicembre 2015 - Realizzazione GEM + fotocatodo

1.1 SOLDI SPESI
Missioni:

•  Workshop CERN (256 euro) => ad aprile richiedo a G5 se paga lui
•  Varenna di Antek (600 euro?)

Consumo:
•  45 euro di PVC
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2.1 Plastic Scintillator
• 5 x 5 x 10 cm3;
• scintillating fibres 250 µm;
• 200 squared fibres per layer;
• 400 layers;

2.2 Image Intensifier
• Triple GEM

2.3 Read Out
• CMOS

M.Marafini

MONDO Design
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2.0) SIMULAZIONE

•  La simulazione “di Silvia” va rivista pesantemente. Alcune cose in particolare 
vanno controllate subito:

- selezione degli eventi (sia protone primario che secondario ) => ATT: non c’è 
nessuna protezione sugli eventi con protoni multipli;

- fit alle tracce;
- richiesta sul numero minimo di fibre accese;
- selezione eventi GOLDEN;

•  Bisognerà provare a mettere dentro la ricostruzione del neutrone.. lungo e 
complicato.. forza lavoro?

•  La sezione d’urto dei neutroni nelle fibre è nota?=> come ci misuriamo/calcoliamo 
efficienza del rivelatore?
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2.1) FIBRE

•  La ditta che farebbe la meccanica potrebbe iniziare a lavorare quest’estate. 
Abbiamo due preventivi:
- automatica sofisticata ~14 keuro (non serve uno che ‘’fila’’ ma basta qualcuno che 

la guarda mentre fila da sola)
- da battaglia ~10 keuro (ma poi bisogna fare le cose ‘’a mano’’.. se vuoi un omino 

che viene capace che costa come quella di prima)

•  Dobbiamo assemblare qualche fibra per fare i primi test.. quanti fotoni escono per 
esempio?.. e poi lavorare con il prototipo  di FBK (vedi 3.0)

•  Quante fibre? facciamo fare un incollaggio a marco? Oppure prendiamo fibre più 
spesse (tipo da 1 mm) e poi facciamo #ph/4?

• Potremmo pure pensare ad un test con il led.. forse all’inizio è ancora più facile per 
capire quant’è il loro segnale minimo.. (S/B) 
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2.2) GEM

- Abbiamo avuto accesso alla camera pulita di Roma 1;

• Montata la prima GEM e black-box in preparazione;

- RD51 vuole lavorare con noi per lo studio di un photocathodo bi-alkali (o simile 
CsSb) e per la lettura ottica (misure nei prossimi mesi): Breskin e Pescov saranno 
contattati 

- La bombola Ar/CO2/CF4 45/15/40 è ancora piena per un 1/3
LNF). Iniziamo con quella almeno sappiamo che deve uscire;

- Ancora prima la flussiamo al Segrè così non sprechiamo gas..

2.2.2) PHOTOCATHODE

• Quando avremo studiato il problema (possibbbile, non è possibbbile, è 
impossibbbile) decideremo se vale la pena andare avanti per questa strada;
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2.3) READOUT
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Abstract—An 8 16 pixel array based on CMOS small-area sil-

icon photomultipliers (mini-SiPMs) detectors for PET applications

is reported. Each pixel is 570 610 m in size and contains

four digital mini-SiPMs, for a total of 720 SPADs, resulting in a full

chip fill-factor of 35.7%. For each gamma detection, the pixel pro-
vides the total detected energy and a timestamp, obtained through

two 7-b counters and two 12-b 64-ps TDCs. An adder tree over-

laid on top of the pixel array sums the sensor total counts at up

to 100 Msamples/s, which are then used for detecting the asyn-

chronous gamma events on-chip, while also being output in real-

time. Characterization of gamma detection performance with an

3 3 5 mm LYSO scintillator at 20 C is reported, showing

a 511-keV gamma energy resolution of 10.9% and a coincidence

timing resolution of 399 ps.

Index Terms—Biomedical sensors, CMOS, digital silicon pho-
tomultiplier (SiPM), image sensors, mini-SiPM, positron emission

tomography (PET), single-photon avalanche photodiode (SPAD),

spatial and temporal compression.

I. INTRODUCTION

P
OSITRON emission tomography (PET) is a nuclear
imaging technique that utilizes annihilation gamma

photons from positron decay to generate three-dimensional
functional images of the body. Its main applications are pre-
clinical research, clinical oncology, and brain function analyses
[1]. PET is fundamentally different from other body imaging
techniques such as computed tomography (CT) and magnetic
resonance imaging (MRI) as it can provide metabolic infor-
mation of the body. To this end, PET uses the emission from
radioactive compounds (tracers) to localize tissues where a
specific cell function is occurring as, for instance, the elevated
glucose metabolism in cancer cells [1].
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The working principle of PET is briefly illustrated in Fig. 1.
When a radioactive atom of the tracer injected in the patient de-
cays, a positron is emitted from the nucleus and, after travelling
a short distance (typically between 0.1 to 1mm [2]), an annihila-
tion process occurs. In this process, the positron combines with
an electron, both are annihilated and a pair of 511-keV gamma
photons is emitted in opposite directions (180 apart). The PET
scanner needs to detect both emitted photons of the pair to es-
tablish the line of response (LOR) along which the annihila-
tion took place. After millions of LORs are acquired, a tomo-
graphic 3-D image of the subject is formed, revealing the tracer
concentration.
To enable the detection of the photon pairs, PET scanners are

normally constructed in the form of a ring of detectors, each
of which needs to determine the energy, position, and time of
arrival (ToA) of the incoming gamma photons. This data is
then fed to a coincidence unit, which is responsible for deter-
mining if any two detected photons are from a unique annihi-
lation process. This is done by first selecting the photons with
the correct energy and then employing a coincidence timing
window, usually a few nanoseconds wide [3]. Finally, the LORs
are generated based on the photons position information.
The detectors most widely used in PET scanners are scintil-

lation detectors. These detectors comprise a dense crystalline
scintillator material which absorbs gamma photons and emits
light as a result, coupled to photosensors. The scintillation light
is emitted isotropically in a short pulse in time, typically a
couple of hundred nanoseconds long [4], as shown in Fig. 2.
The typical number of light photons emitted from a single
511-keV gamma scintillation is between 1 to 30 k, depending
on the scintillator material [4]. Therefore, the first requirement
for PET photosensors is to possess a very high sensitivity in
order to achieve a good signal-to-noise ratio (SNR).
Another important requirement for the photosensor concerns

its timing performance. The recent development of bright and
fast scintillators such as LSO, LYSO, and LaBr has enabled
the usage of time-of-flight PET (ToF-PET), which explores the
difference between the arrival times of the gamma pair to es-
timate the position along the line-of-response (LOR) where the
annihilation took place. Therefore, to actually improve the SNR
and image contrast with ToF-PET, the employed detectors must
feature sub-ns timing performance [5].
Moreover, as PET detectors can be up to tens of centimeters

in size [1], the photosensors must also provide spatial informa-
tion so as to localize the scintillation point inside the crystal
or crystal matrix. Finally, an additional desired feature of the

0018-9200 © 2013 IEEE

• Visita ad FBK: hanno realizzato un 8 x 16 (anche 16 x 16
readout con matrici di SPAD;

•  Sono potenzialmente interessati ad uno sviluppo toonato su quello che ci serve;

Abstract - An 8 16 pixel array based on CMOS small-area silicon photomultipliers (mini-SiPMs) detectors for 
PET applications is reported. Each pixel is 570 x 610 µm in size and contains four digital mini-SiPMs, for a total 
of 720 SPADs, resulting in a full chip fill-factor of 35.7%. For each gamma detection, the pixel provides the total 
detected energy and a timestamp, obtained through two 7-b counters and two 12-b 64-ps TDCs. An adder tree 
overlaid on top of the pixel array sums the sensor total counts at up to 100 Msamples/s, which are then used for 
detecting the asynchronous gamma events on-chip, while also being output in real- time. Characterization of 
gamma detection performance with an 3 x 3 x 5 mm LYSO scintillator at 20 
gamma energy resolution of 10.9% and a coincidence timing resolution of 399 ps. 
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I. INTRODUCTION

P
OSITRON emission tomography (PET) is a nuclear
imaging technique that utilizes annihilation gamma

photons from positron decay to generate three-dimensional
functional images of the body. Its main applications are pre-
clinical research, clinical oncology, and brain function analyses
[1]. PET is fundamentally different from other body imaging
techniques such as computed tomography (CT) and magnetic
resonance imaging (MRI) as it can provide metabolic infor-
mation of the body. To this end, PET uses the emission from
radioactive compounds (tracers) to localize tissues where a
specific cell function is occurring as, for instance, the elevated
glucose metabolism in cancer cells [1].

Manuscript received April 22, 2013; revised June 28, 2013; accepted Au-
gust 21, 2013. Date of publication October 21, 2013; date of current version
December 20, 2013. This paper was approved by Guest Editor Michiel Per-
tijs. This work was supported by the European Community within the Seventh
Framework Programme ICT Photonics.
L. H. C. Braga is with the University of Trento, Trento 38123, Italy.
L. Gasparini, N. Massari, M. Perenzoni, and D. Stoppa are with Fondazione

Bruno Kessler, Trento 38123, Italy.
L. Grant is with STMicroelectronics, Edinburgh EH12 7BF, U.K.
R. K. Henderson and R. Walker are with the University of Edinburgh, Edin-

burgh EH8 9YL, U.K.
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/JSSC.2013.2284351

The working principle of PET is briefly illustrated in Fig. 1.
When a radioactive atom of the tracer injected in the patient de-
cays, a positron is emitted from the nucleus and, after travelling
a short distance (typically between 0.1 to 1mm [2]), an annihila-
tion process occurs. In this process, the positron combines with
an electron, both are annihilated and a pair of 511-keV gamma
photons is emitted in opposite directions (180 apart). The PET
scanner needs to detect both emitted photons of the pair to es-
tablish the line of response (LOR) along which the annihila-
tion took place. After millions of LORs are acquired, a tomo-
graphic 3-D image of the subject is formed, revealing the tracer
concentration.
To enable the detection of the photon pairs, PET scanners are

normally constructed in the form of a ring of detectors, each
of which needs to determine the energy, position, and time of
arrival (ToA) of the incoming gamma photons. This data is
then fed to a coincidence unit, which is responsible for deter-
mining if any two detected photons are from a unique annihi-
lation process. This is done by first selecting the photons with
the correct energy and then employing a coincidence timing
window, usually a few nanoseconds wide [3]. Finally, the LORs
are generated based on the photons position information.
The detectors most widely used in PET scanners are scintil-

lation detectors. These detectors comprise a dense crystalline
scintillator material which absorbs gamma photons and emits
light as a result, coupled to photosensors. The scintillation light
is emitted isotropically in a short pulse in time, typically a
couple of hundred nanoseconds long [4], as shown in Fig. 2.
The typical number of light photons emitted from a single
511-keV gamma scintillation is between 1 to 30 k, depending
on the scintillator material [4]. Therefore, the first requirement
for PET photosensors is to possess a very high sensitivity in
order to achieve a good signal-to-noise ratio (SNR).
Another important requirement for the photosensor concerns

its timing performance. The recent development of bright and
fast scintillators such as LSO, LYSO, and LaBr has enabled
the usage of time-of-flight PET (ToF-PET), which explores the
difference between the arrival times of the gamma pair to es-
timate the position along the line-of-response (LOR) where the
annihilation took place. Therefore, to actually improve the SNR
and image contrast with ToF-PET, the employed detectors must
feature sub-ns timing performance [5].
Moreover, as PET detectors can be up to tens of centimeters

in size [1], the photosensors must also provide spatial informa-
tion so as to localize the scintillation point inside the crystal
or crystal matrix. Finally, an additional desired feature of the
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Fig. 4. Pixel block diagram with DAMAC simplified schematic.

topology is that the required readout circuit per SPAD is re-
duced, meaning the FF is increased, while, as the SPADs have
the same size, the DCR scales linearly with area and the yield
is kept constant. On the other hand, the possible disadvantage
of compression loss is minimized by the combination of the
SPADs small size with the low photon surface density in PET
scintillator detectors. Since the feasibility of this architecture
depends on the distribution of photons in space, we call it
spatial compression.
Next, a monostable is used to reduce the SPAD pulses width

to subnanosecond, effectively removing the SPAD dead time
and allowing many more SPADs to be compressed together.
By connecting many monostables through an OR tree, a single-
wire GHz channel for transmitting the SPAD triggers is created,
which is then directly fed into a counter clock input. This ap-
proach provides a substantial area gain compared to other digital
summing solutions as, for instance, a full parallel adder. Again,
the potential disadvantage of compression loss is minimized by
the relatively low photon arrival rate with respect to the high
speed digital blocks of deep-submicron CMOS, which enable
monostable pulses as short as 250 ps in the actual implementa-
tion. As this second technique takes advantage of the distribu-
tion of photons in time, we call it temporal compression.
The implemented SPADs have a structure similar to [29],

with a circular shape and an active diameter of 16.27 m. They
are organized in a 12 15 honeycomb-like array with well
sharing [30], having their cathodes connected to a common bias
line and their anodes individually fed into passive
quenching transistors (M1). The SPADs front-end circuit is
further composed by a Schmitt trigger inverter, which digitizes
the SPAD pulse and prevents the slow recharge of the SPAD
from affecting the compression circuit, and by a 6T SRAM,
which allows disabling high-DCR SPADs.
Finally, the counting stage is implemented with two 7-b ripple

counters working in ping-pong mode. This is done to avoid any
dead time in the system, so that, when one counter is being
read and reset, the other is performing the counting operation.
The counter selection is performed by the pipeline select signal

Fig. 5. TDC block diagram.

(PIPE), which also separates the pulse train into trains A and B,
each containing the pulses of its respective counter.

B. Pixel

Moving up the hierarchy, the pixel is responsible for aggre-
gating data from the mini-SiPMs and timestamping photons.
As the mini-SiPM size is limited by the compression losses,
a compromise between high spatial resolution (i.e., small pixel
size) and high FF was achieved by designing the pixel as a 2 2
mini-SiPM array, as shown in the diagram of Fig. 4. The main
block in the pixel is the data managing circuit (DAMAC), and
its simplified schematic is also shown in Fig. 4.
The DAMACmanages two types of data: counts (energy) and

timestamps. The energy data comes from the four mini-SiPM
outputs, which are summed together and then fed to a 3 9-b
FIFO memory for storage. This FIFO has two duties. First, it
stores the pixel counts while waiting for the top-level exposure
control (ACCUM). Then, when ACCUM is set high, the last
register starts acting as an accumulator so that, when the pixel
is readout, the total energy accumulated during the exposure
period is provided in a single register. Additionally, a real-time
output is continuously fed to the top-level discriminator after
the first register, the purpose of which will be explained in the
next subsection.
The timestamping subsystem, on the other hand, is respon-

sible for both generating the timestamps from the mini-SiPM
pulse trains and storing them for later readout. For timestamp
generation, two 12-b TDCs were implemented based on a ring
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Fig. 8. Chip micrograph.

bin “2.” The duration of integrate is externally configurable, so
that the sensor integration time (comprised by the discriminate
and integrate states) can be optimized for each setup. Finally,
after integrate, the sensor will go into the readout state, stopping
the pixel accumulators and then waiting to be readout by an ex-
ternal controller. Each pixel energy and timestamp information
is readout by accessing the sensor in a standard row-wise mode,
resulting in a full chip readout time of 2.84 s at a 100-MHz
clock, during which the sensor cannot detect further events.
During all states before readout, the sensor is constantly out-

putting the chip-level count, i.e., the discrete photon flux, which
can be monitored externally in real-time, at the same sampling
frequency as the clock (i.e., 100 MSamples/s). Additionally, the
internal discriminator can be completely bypassed in favour of
an external one, since both the integrate and readout state sig-
nals can be provided externally.
The sensor was implemented in a 0.13- m 1P4M CMOS

imaging technology, achieving a pixel FF of 42.6% with pixel
dimensions of 570 610 m The full die is 9.85 5.45 mm ,
as shown in the micrograph in Fig. 8, resulting in a total FF
of 35.7%. The top pads are for testing purposes only, and the
full sensor operation has been verified using only the bottom
pads. A production re-spin of the chip, therefore, could lose the
top pads for an improved total FF of about 38%. Furthermore,
the fabrication process features Through-Silicon Vias (TSV), al-
lowing all pads to be connected via a ball grid array on the back
of the die. Compared with wire-bonded devices, this solution
greatly reduces the chip-to-chip spacing in a PET detector, thus
increasing the overall FF.

III. EXPERIMENTAL RESULTS

To control and readout the sensor, a Xilinx SP605
board—which contains a Spartan-6 FPGA—was used. The
characterization of the sensor was done in two phases. First,
the electrooptical performance of each relevant block was char-
acterized, and, next, measurements using a scintillator were
made. For the later, the crystal of choice was a 3 3 5 mm
LYSO wrapped in Teflon and optically coupled to the sensor
using Cargille Meltmount glue. To emulate a PET experiment,
a Na gamma source with 370 kBq of activity was used. This
source emits 511-keV photons, as in PET, and also 1275-keV
photons, which can be used to calibrate the sensor response. In

Fig. 9. SPAD characterization results at 1.5-V excess bias. (a) DCR distribu-
tion. (b) Average PDP. (c) Timing resolution.

the following subsections, the results from both characteriza-
tion phases are reported.

A. Electrooptical Characterization
The results of the SPAD characterization are plotted in Fig. 9.

All measurements were performed with an excess bias of 1.5 V
and at room temperature. The figure shows the three most
important SPAD characteristics to our system: the dark count
rate, the photon detection probability (PDP), and the timing
resolution.
DCR may affect the sensor performance in three distinct

ways. First, its shot noise will reduce the SNR of the energy
output. Second, dark pulses may trigger some TDCs in a clock
cycle before a real event arrives, preventing an actual photon
from being timestamped. Finally, many dark counts occurring
in a small time interval could deceive the discriminator into

•Pixel: meeting in the middle 
� Pulse timestamping 

� Count summing 

� Data storage 

•Pixel features 
� 720 SPADs 

� ~0.6 x 0.6 mm² 

� 42.6% FF 

Sensor Architecture: Pixel 



9M.Marafini

2.3) READOUT

2) Discriminating events: time binning 

�Photons are counted in time bins Î 

 

 

discrete 
derivative 

8x16 PIXEL ARRAY

16 bit

up to 100 Msamples/s Î 

Sensor Architecture: Top Level 

•Discrimination and exposure control 
� Top-level sensor time diagram 

 

 

Sensor Architecture 
Photons are counted in time bins

discrete derivative

=> 

discriminator

Discrimination and exposure control 
- Top-level sensor time diagram 

D.Stoppa 



10M.Marafini

2.3) READOUT

2) Discriminating events: time binning 

�Photons are counted in time bins Î 

 

 

discrete 
derivative 

8x16 PIXEL ARRAY

16 bit

up to 100 Msamples/s Î 

Sensor Architecture: Top Level 

•Discrimination and exposure control 
�Top-level sensor time diagram 

 

 

 

 

 
 

Î Exposure starts at threshold crossing 

Sensor Architecture 

discriminator 
threshold 

discriminator

Discrimination and exposure control 
- Top-level sensor time diagram 

Exposure starts at threshold crossing 

Photons are counted in time bins

discrete derivative

=> 

D.Stoppa 



11M.Marafini

2.3) READOUT

2) Discriminating events: time binning 

�Photons are counted in time bins Î 

 

 

discrete 
derivative 

8x16 PIXEL ARRAY

16 bit

up to 100 Msamples/s Î 

Sensor Architecture: Top Level 

•Discrimination and exposure control 
�Top-level sensor time diagram 

 

 

 

 

 
 

Î Integration time is externally configurable 

Sensor Architecture 

discriminator

Discrimination and exposure control 
- Top-level sensor time diagram 

Integration time is externally configurable 

Photons are counted in time bins

discrete derivative

=> 

D.Stoppa 



12M.Marafini

2.3) READOUT

IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 49, NO. 1, JANUARY 2014 301

A Fully Digital 8 16 SiPM Array for PET
Applications With Per-Pixel TDCs
and Real-Time Energy Output

Leo H. C. Braga, Student Member, IEEE, Leonardo Gasparini, Member, IEEE, Lindsay Grant, Member, IEEE,
Robert K. Henderson, Member, IEEE, Nicola Massari, Member, IEEE, Matteo Perenzoni, Member, IEEE,

David Stoppa, Senior Member, IEEE, and Richard Walker, Member, IEEE

Abstract—An 8 16 pixel array based on CMOS small-area sil-

icon photomultipliers (mini-SiPMs) detectors for PET applications

is reported. Each pixel is 570 610 m in size and contains

four digital mini-SiPMs, for a total of 720 SPADs, resulting in a full

chip fill-factor of 35.7%. For each gamma detection, the pixel pro-
vides the total detected energy and a timestamp, obtained through

two 7-b counters and two 12-b 64-ps TDCs. An adder tree over-

laid on top of the pixel array sums the sensor total counts at up

to 100 Msamples/s, which are then used for detecting the asyn-

chronous gamma events on-chip, while also being output in real-

time. Characterization of gamma detection performance with an

3 3 5 mm LYSO scintillator at 20 C is reported, showing

a 511-keV gamma energy resolution of 10.9% and a coincidence

timing resolution of 399 ps.

Index Terms—Biomedical sensors, CMOS, digital silicon pho-
tomultiplier (SiPM), image sensors, mini-SiPM, positron emission

tomography (PET), single-photon avalanche photodiode (SPAD),

spatial and temporal compression.

I. INTRODUCTION

P
OSITRON emission tomography (PET) is a nuclear
imaging technique that utilizes annihilation gamma

photons from positron decay to generate three-dimensional
functional images of the body. Its main applications are pre-
clinical research, clinical oncology, and brain function analyses
[1]. PET is fundamentally different from other body imaging
techniques such as computed tomography (CT) and magnetic
resonance imaging (MRI) as it can provide metabolic infor-
mation of the body. To this end, PET uses the emission from
radioactive compounds (tracers) to localize tissues where a
specific cell function is occurring as, for instance, the elevated
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The working principle of PET is briefly illustrated in Fig. 1.
When a radioactive atom of the tracer injected in the patient de-
cays, a positron is emitted from the nucleus and, after travelling
a short distance (typically between 0.1 to 1mm [2]), an annihila-
tion process occurs. In this process, the positron combines with
an electron, both are annihilated and a pair of 511-keV gamma
photons is emitted in opposite directions (180 apart). The PET
scanner needs to detect both emitted photons of the pair to es-
tablish the line of response (LOR) along which the annihila-
tion took place. After millions of LORs are acquired, a tomo-
graphic 3-D image of the subject is formed, revealing the tracer
concentration.
To enable the detection of the photon pairs, PET scanners are

normally constructed in the form of a ring of detectors, each
of which needs to determine the energy, position, and time of
arrival (ToA) of the incoming gamma photons. This data is
then fed to a coincidence unit, which is responsible for deter-
mining if any two detected photons are from a unique annihi-
lation process. This is done by first selecting the photons with
the correct energy and then employing a coincidence timing
window, usually a few nanoseconds wide [3]. Finally, the LORs
are generated based on the photons position information.
The detectors most widely used in PET scanners are scintil-

lation detectors. These detectors comprise a dense crystalline
scintillator material which absorbs gamma photons and emits
light as a result, coupled to photosensors. The scintillation light
is emitted isotropically in a short pulse in time, typically a
couple of hundred nanoseconds long [4], as shown in Fig. 2.
The typical number of light photons emitted from a single
511-keV gamma scintillation is between 1 to 30 k, depending
on the scintillator material [4]. Therefore, the first requirement
for PET photosensors is to possess a very high sensitivity in
order to achieve a good signal-to-noise ratio (SNR).
Another important requirement for the photosensor concerns

its timing performance. The recent development of bright and
fast scintillators such as LSO, LYSO, and LaBr has enabled
the usage of time-of-flight PET (ToF-PET), which explores the
difference between the arrival times of the gamma pair to es-
timate the position along the line-of-response (LOR) where the
annihilation took place. Therefore, to actually improve the SNR
and image contrast with ToF-PET, the employed detectors must
feature sub-ns timing performance [5].
Moreover, as PET detectors can be up to tens of centimeters

in size [1], the photosensors must also provide spatial informa-
tion so as to localize the scintillation point inside the crystal
or crystal matrix. Finally, an additional desired feature of the
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- La matrice si auto-triggera in modo intelligente selezionando come eventi quelli 
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Fig. 17. Total sensor counts histogram for different discriminator thresholds.

TABLE I

SUMMARY OF THE SENSOR PERFORMANCE AND MAIN CHARACTERISTICS

each event, the first step is to process the timestamps intervals,
so that early dark-generated timestamps can be removed. Then,

two different algorithms were compared for ToA estimation: a

simple, single timestamp estimator, and the hardware-friendly,

multiple timestamp estimator described in [22]. The results of

both are shown in Fig. 16(a), where the -axis represents the
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icon photomultipliers (mini-SiPMs) detectors for PET applications

is reported. Each pixel is 570 610 m in size and contains

four digital mini-SiPMs, for a total of 720 SPADs, resulting in a full

chip fill-factor of 35.7%. For each gamma detection, the pixel pro-
vides the total detected energy and a timestamp, obtained through

two 7-b counters and two 12-b 64-ps TDCs. An adder tree over-

laid on top of the pixel array sums the sensor total counts at up

to 100 Msamples/s, which are then used for detecting the asyn-

chronous gamma events on-chip, while also being output in real-

time. Characterization of gamma detection performance with an

3 3 5 mm LYSO scintillator at 20 C is reported, showing

a 511-keV gamma energy resolution of 10.9% and a coincidence
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I. INTRODUCTION

P
OSITRON emission tomography (PET) is a nuclear
imaging technique that utilizes annihilation gamma

photons from positron decay to generate three-dimensional
functional images of the body. Its main applications are pre-
clinical research, clinical oncology, and brain function analyses
[1]. PET is fundamentally different from other body imaging
techniques such as computed tomography (CT) and magnetic
resonance imaging (MRI) as it can provide metabolic infor-
mation of the body. To this end, PET uses the emission from
radioactive compounds (tracers) to localize tissues where a
specific cell function is occurring as, for instance, the elevated
glucose metabolism in cancer cells [1].
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The working principle of PET is briefly illustrated in Fig. 1.
When a radioactive atom of the tracer injected in the patient de-
cays, a positron is emitted from the nucleus and, after travelling
a short distance (typically between 0.1 to 1mm [2]), an annihila-
tion process occurs. In this process, the positron combines with
an electron, both are annihilated and a pair of 511-keV gamma
photons is emitted in opposite directions (180 apart). The PET
scanner needs to detect both emitted photons of the pair to es-
tablish the line of response (LOR) along which the annihila-
tion took place. After millions of LORs are acquired, a tomo-
graphic 3-D image of the subject is formed, revealing the tracer
concentration.
To enable the detection of the photon pairs, PET scanners are

normally constructed in the form of a ring of detectors, each
of which needs to determine the energy, position, and time of
arrival (ToA) of the incoming gamma photons. This data is
then fed to a coincidence unit, which is responsible for deter-
mining if any two detected photons are from a unique annihi-
lation process. This is done by first selecting the photons with
the correct energy and then employing a coincidence timing
window, usually a few nanoseconds wide [3]. Finally, the LORs
are generated based on the photons position information.
The detectors most widely used in PET scanners are scintil-

lation detectors. These detectors comprise a dense crystalline
scintillator material which absorbs gamma photons and emits
light as a result, coupled to photosensors. The scintillation light
is emitted isotropically in a short pulse in time, typically a
couple of hundred nanoseconds long [4], as shown in Fig. 2.
The typical number of light photons emitted from a single
511-keV gamma scintillation is between 1 to 30 k, depending
on the scintillator material [4]. Therefore, the first requirement
for PET photosensors is to possess a very high sensitivity in
order to achieve a good signal-to-noise ratio (SNR).
Another important requirement for the photosensor concerns

its timing performance. The recent development of bright and
fast scintillators such as LSO, LYSO, and LaBr has enabled
the usage of time-of-flight PET (ToF-PET), which explores the
difference between the arrival times of the gamma pair to es-
timate the position along the line-of-response (LOR) where the
annihilation took place. Therefore, to actually improve the SNR
and image contrast with ToF-PET, the employed detectors must
feature sub-ns timing performance [5].
Moreover, as PET detectors can be up to tens of centimeters

in size [1], the photosensors must also provide spatial informa-
tion so as to localize the scintillation point inside the crystal
or crystal matrix. Finally, an additional desired feature of the
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Fig. 17. Total sensor counts histogram for different discriminator thresholds.
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so that early dark-generated timestamps can be removed. Then,

two different algorithms were compared for ToA estimation: a

simple, single timestamp estimator, and the hardware-friendly,

multiple timestamp estimator described in [22]. The results of

both are shown in Fig. 16(a), where the -axis represents the

Potremmo leggere direttamente le fibre senza intensificatore di immagine!!!!



14M.Marafini

2.3) READOUT

IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 49, NO. 1, JANUARY 2014 301

A Fully Digital 8 16 SiPM Array for PET
Applications With Per-Pixel TDCs
and Real-Time Energy Output

Leo H. C. Braga, Student Member, IEEE, Leonardo Gasparini, Member, IEEE, Lindsay Grant, Member, IEEE,
Robert K. Henderson, Member, IEEE, Nicola Massari, Member, IEEE, Matteo Perenzoni, Member, IEEE,

David Stoppa, Senior Member, IEEE, and Richard Walker, Member, IEEE

Abstract—An 8 16 pixel array based on CMOS small-area sil-

icon photomultipliers (mini-SiPMs) detectors for PET applications

is reported. Each pixel is 570 610 m in size and contains

four digital mini-SiPMs, for a total of 720 SPADs, resulting in a full

chip fill-factor of 35.7%. For each gamma detection, the pixel pro-
vides the total detected energy and a timestamp, obtained through

two 7-b counters and two 12-b 64-ps TDCs. An adder tree over-

laid on top of the pixel array sums the sensor total counts at up

to 100 Msamples/s, which are then used for detecting the asyn-

chronous gamma events on-chip, while also being output in real-

time. Characterization of gamma detection performance with an

3 3 5 mm LYSO scintillator at 20 C is reported, showing

a 511-keV gamma energy resolution of 10.9% and a coincidence

timing resolution of 399 ps.

Index Terms—Biomedical sensors, CMOS, digital silicon pho-
tomultiplier (SiPM), image sensors, mini-SiPM, positron emission

tomography (PET), single-photon avalanche photodiode (SPAD),

spatial and temporal compression.

I. INTRODUCTION

P
OSITRON emission tomography (PET) is a nuclear
imaging technique that utilizes annihilation gamma

photons from positron decay to generate three-dimensional
functional images of the body. Its main applications are pre-
clinical research, clinical oncology, and brain function analyses
[1]. PET is fundamentally different from other body imaging
techniques such as computed tomography (CT) and magnetic
resonance imaging (MRI) as it can provide metabolic infor-
mation of the body. To this end, PET uses the emission from
radioactive compounds (tracers) to localize tissues where a
specific cell function is occurring as, for instance, the elevated
glucose metabolism in cancer cells [1].
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The working principle of PET is briefly illustrated in Fig. 1.
When a radioactive atom of the tracer injected in the patient de-
cays, a positron is emitted from the nucleus and, after travelling
a short distance (typically between 0.1 to 1mm [2]), an annihila-
tion process occurs. In this process, the positron combines with
an electron, both are annihilated and a pair of 511-keV gamma
photons is emitted in opposite directions (180 apart). The PET
scanner needs to detect both emitted photons of the pair to es-
tablish the line of response (LOR) along which the annihila-
tion took place. After millions of LORs are acquired, a tomo-
graphic 3-D image of the subject is formed, revealing the tracer
concentration.
To enable the detection of the photon pairs, PET scanners are

normally constructed in the form of a ring of detectors, each
of which needs to determine the energy, position, and time of
arrival (ToA) of the incoming gamma photons. This data is
then fed to a coincidence unit, which is responsible for deter-
mining if any two detected photons are from a unique annihi-
lation process. This is done by first selecting the photons with
the correct energy and then employing a coincidence timing
window, usually a few nanoseconds wide [3]. Finally, the LORs
are generated based on the photons position information.
The detectors most widely used in PET scanners are scintil-

lation detectors. These detectors comprise a dense crystalline
scintillator material which absorbs gamma photons and emits
light as a result, coupled to photosensors. The scintillation light
is emitted isotropically in a short pulse in time, typically a
couple of hundred nanoseconds long [4], as shown in Fig. 2.
The typical number of light photons emitted from a single
511-keV gamma scintillation is between 1 to 30 k, depending
on the scintillator material [4]. Therefore, the first requirement
for PET photosensors is to possess a very high sensitivity in
order to achieve a good signal-to-noise ratio (SNR).
Another important requirement for the photosensor concerns

its timing performance. The recent development of bright and
fast scintillators such as LSO, LYSO, and LaBr has enabled
the usage of time-of-flight PET (ToF-PET), which explores the
difference between the arrival times of the gamma pair to es-
timate the position along the line-of-response (LOR) where the
annihilation took place. Therefore, to actually improve the SNR
and image contrast with ToF-PET, the employed detectors must
feature sub-ns timing performance [5].
Moreover, as PET detectors can be up to tens of centimeters

in size [1], the photosensors must also provide spatial informa-
tion so as to localize the scintillation point inside the crystal
or crystal matrix. Finally, an additional desired feature of the

0018-9200 © 2013 IEEE

308 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 49, NO. 1, JANUARY 2014

Fig. 10. TDC characterization results. (a) LSB uniformity. (b) DNL. (c) INL.

registering an event, thus reducing the sensor efficiency. Even
if low DCR is always desired, the sensor architecture features
different mechanisms to mitigate these issues, e.g., fine-grained
spatial information enabling optimization of the integration area
for better SNR, or per-pixel TDCs, increasing the probability
of having at least a few real photon timestamps in an event.
The measured DCR has a median of 13.7 kHz, while the av-

erage is 42.1 kHz. The effect of these values on both the energy
SNR and discriminator efficiency will depend on the number of
photons detected in a scintillation event, and thus will be dis-
cussed in the next subsection. The probability of a TDC being
triggered by a dark count, however, can already be calculated:
taking the average pixel DCR of circa 30 MHz and assuming
a 100-MHz clock (10-ns time bins) results in a probability of
about 25%. However, taking into account that gamma events
will arrive randomly in time—and thus the average time be-
tween the clock edge and an event arrival is 5 ns—and that the
photons will spread across at least 3 3 pixels, the probability
of all TDCs being triggered by darks when an event arrives is
reduced to 2 10 .
Concerning the SPAD PDP, measurements were made with a

Horiba Jobin Yvon TRIAX 180 monochromator. The curve in
Fig. 9(b) shows a peak at around 45% which, given the pixel
FF of 42.6%, results in a sensor photon detection efficiency of
19.1%. There is a sharp drop in PDP at around 440 nm, which
was not expected given previous results in this technology [29].
An analysis of this phenomenon has shown that it is caused by
interference in the nitride layer, which then creates a peak in the
sensor reflectivity.

Fig. 11. System timing resolution (jitter) compared with a commercial TCSPC
system.

Fig. 12. Experimental setup for PET emulation.

Finally, the single-photon SPAD timing resolution was
measured with a 470-nm, 70-ps pulsed laser (PicoQuant
LDH-P-C-470) and a time-correlated single photon couting
(TCSPC) module (PicoHarp 300) connected to the SPAD after
the inverter stage. The results show a full-width at half-max-
imum (FWHM) timing resolution of 171 ps, not discounting the
laser intrinsic timing resolution. Further increasing the SPAD
excess bias to 3 V improves the resolution to 142 ps.
The next block to be characterized was the TDC, which

mainly affects the final CRT performance. However, the CRT
performance in PET systems is usually heavily limited by the
photon statistics and not by the TDC resolution [32], and,
thus, the TDC implementation targeted low area occupancy
and power consumption more than absolute resolution. The
obtained results are shown in Fig. 10. The average resolution is
approximately 64.5 ps, with less than 1 ps of standard deviation
between all of the TDCs in the array. The differential non-
linearity (DNL) and integral nonlinearity (INL) performance
was measured through a code density test using the SPADs
dark counts, and a typical TDC performance is shown, with
DNL 0.28 LSB in a 50-ns (20-MHz) range. The INL perfor-
mance, even if not as good as DNL, can be fully corrected in
postprocessing.
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Fig. 14. Total sensor counts versus gamma energy, highlighting the sensor
compression curve.

Fig. 15. Obtained energy spectrum with photo peak Gaussian fit, showing a
10.9% energy resolution.

the actual measured peak has two further components that must
be taken into account before calculating the sensor resolution.
One is the pile-up and scattered events that are spread all over
the spectrum, while the other is the so-called escape peak.
The escape peak is due to events where the 54-keV X-ray
that is generated during the photoelectric interaction in LYSO
escapes the crystal, thus reducing the detected energy. There-
fore, we fit the measured peak with a sum of three functions:
a Gaussian for the 511-keV photo peak, another Gaussian for
the 457-keV escape peak, and a first-degree polynomial for the
scattered events [15]. Finally, the FWHM of the fitted photo
peak Gaussian is obtained, resulting in an energy resolution
of 10.9%. To fully appreciate this number, one must take into
consideration the LYSO intrinsic resolution, which has been
reported to be of the order of 8% [34].
The fitting procedure used to obtain the compression curve

also allows us to estimate the number of detected photons if
no compression was present (i.e., no dead time or spatial and
temporal compression), which is plotted as the dashed line in
Fig. 14. This shows that, for a 511-keV scintillation event, the
sensor loses about 10% of the photons due to the various com-
pression schemes. To understand how the spatial and temporal
compression contribute to the total loss, the following measure-
ments were performed. First, a single SPAD was enabled each

Fig. 16. CRT results. (a) Comparison between the single timestamp and the
multiple timestamp estimator using different photon indices/different number of
timestamps. (b) Obtained histogram for the single timestamp estimator using the
third timestamp. (c) Obtained histogram for the multiple timestamp estimator
using the first seven timestamps.

three spatially compressed SPADs, and then all SPADs in one
third of the total groups, illustrating zero and maximum spatial
compression, respectively, with equal PDE. The results showed
that around 4% loss is due to the implemented spatial compres-
sion. For the temporal compression, we swept the externally
controllable monostable pulse width, which indicated around
2%–3% of loss at the minimum pulse width of 250 ps.
The other key FOM for PET detectors is the coincidence re-

solving time. To measure it, two identical acquisitions setups
(i.e., FPGA board, sensor, and LYSO crystal) were placed on top
of each other, with the Na source closer to the bottom sensor.
On average, each sensor had a total of 45 timestamps for each
511-keV gamma event. To estimate a single time of arrival for
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Fig. 10. TDC characterization results. (a) LSB uniformity. (b) DNL. (c) INL.

registering an event, thus reducing the sensor efficiency. Even
if low DCR is always desired, the sensor architecture features
different mechanisms to mitigate these issues, e.g., fine-grained
spatial information enabling optimization of the integration area
for better SNR, or per-pixel TDCs, increasing the probability
of having at least a few real photon timestamps in an event.
The measured DCR has a median of 13.7 kHz, while the av-

erage is 42.1 kHz. The effect of these values on both the energy
SNR and discriminator efficiency will depend on the number of
photons detected in a scintillation event, and thus will be dis-
cussed in the next subsection. The probability of a TDC being
triggered by a dark count, however, can already be calculated:
taking the average pixel DCR of circa 30 MHz and assuming
a 100-MHz clock (10-ns time bins) results in a probability of
about 25%. However, taking into account that gamma events
will arrive randomly in time—and thus the average time be-
tween the clock edge and an event arrival is 5 ns—and that the
photons will spread across at least 3 3 pixels, the probability
of all TDCs being triggered by darks when an event arrives is
reduced to 2 10 .
Concerning the SPAD PDP, measurements were made with a

Horiba Jobin Yvon TRIAX 180 monochromator. The curve in
Fig. 9(b) shows a peak at around 45% which, given the pixel
FF of 42.6%, results in a sensor photon detection efficiency of
19.1%. There is a sharp drop in PDP at around 440 nm, which
was not expected given previous results in this technology [29].
An analysis of this phenomenon has shown that it is caused by
interference in the nitride layer, which then creates a peak in the
sensor reflectivity.

Fig. 11. System timing resolution (jitter) compared with a commercial TCSPC
system.

Fig. 12. Experimental setup for PET emulation.

Finally, the single-photon SPAD timing resolution was
measured with a 470-nm, 70-ps pulsed laser (PicoQuant
LDH-P-C-470) and a time-correlated single photon couting
(TCSPC) module (PicoHarp 300) connected to the SPAD after
the inverter stage. The results show a full-width at half-max-
imum (FWHM) timing resolution of 171 ps, not discounting the
laser intrinsic timing resolution. Further increasing the SPAD
excess bias to 3 V improves the resolution to 142 ps.
The next block to be characterized was the TDC, which

mainly affects the final CRT performance. However, the CRT
performance in PET systems is usually heavily limited by the
photon statistics and not by the TDC resolution [32], and,
thus, the TDC implementation targeted low area occupancy
and power consumption more than absolute resolution. The
obtained results are shown in Fig. 10. The average resolution is
approximately 64.5 ps, with less than 1 ps of standard deviation
between all of the TDCs in the array. The differential non-
linearity (DNL) and integral nonlinearity (INL) performance
was measured through a code density test using the SPADs
dark counts, and a typical TDC performance is shown, with
DNL 0.28 LSB in a 50-ns (20-MHz) range. The INL perfor-
mance, even if not as good as DNL, can be fully corrected in
postprocessing.
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Fig. 15. Obtained energy spectrum with photo peak Gaussian fit, showing a 10.9% energy resolution. 
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Fig. 17. Total sensor counts histogram for different discriminator thresholds.

TABLE I

SUMMARY OF THE SENSOR PERFORMANCE AND MAIN CHARACTERISTICS

each event, the first step is to process the timestamps intervals,
so that early dark-generated timestamps can be removed. Then,

two different algorithms were compared for ToA estimation: a

simple, single timestamp estimator, and the hardware-friendly,

multiple timestamp estimator described in [22]. The results of

both are shown in Fig. 16(a), where the -axis represents the



15M.Marafini

2.3) READOUT

- FBK ci presterebbe il prototipo (8 x 16) e il postdoc che lo sa usare per qualche 
tempo in modo da poter fare dei test con delle fibre e capire se abbiamo 
abbastanza luce..

- Dobbiamo poi, conseguentemente alle misure, decidere come procedere.

‣ facciamo partire un progetto con loro? I soldi necessari sono qualcosa tra 
i 150 e i 300 keuro.. considerando che nei progetti con l’INFN in realtà ci 
sono delle cose che si pagano a metà..
‣ la scala dei tempi cmq è lunga.. sarebbe meglio partire subito.. se 

decidiamo/scopriamo/confermiamo che è una buona idea..
‣ forse gruppi come quello di Giusy sono interessati allo sviluppo di questo 

tipo di readout.. vogliamo chiederglielo (dopo le misure ovviamente)?


